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ABSTRACT

We present reverberation-mapping lags and black-hole mass measurements using the Si iv

λ1369 blended broad emission line for a sample of 62 quasars monitored as part of the

Sloan Digital Sky Survey Reverberation Mapping Project (SDSS-RM). Our spectroscopic

and photometric monitoring span a baseline of 4,000 days. We report significant lag detection

between the continuum and Si iv emission line in 6 quasars. We use our lag measurements to

calculate black hole masses and measure an updated Si iv radius-luminosity relationship. Our

results more than double the sample size of quasars with existing Si iv lag measurements.

Furthermore, most of our significant lag measurements are for quasars located at z > 2,

which significantly expands our distance range for successful reverberation mapping. Our

Si iv radius-luminosity relationship also agrees with recently measured C iv radius-luminosity

relationships, suggesting that both emission lines can provide reliable reverberation-mapping

results.
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1. INTRODUCTION

Galactic evolution over cosmic time is closely tied
to the evolution of central supermassive black holes
(SMBH). However, the specific nature of the relation
is unknown and difficult to establish (as is thoroughly
discussed in Kormendy & Ho 2013). The mass of the
SMBH and/or level of AGN activity have been shown to
correlate with several properties of the host galaxy, e.g.,
bulge mass (Kormendy & Ho 2013), circumnuclear star
formation (Diamond-Stanic & Rieke 2012), and galaxy
environment (Shirasaki et al. 2020)1. Given these cor-
relations, measuring the masses of SMBHs at a range of
redshifts should help us understand the nature of galaxy
evolution over time.
There are very few galaxies for which we can currently

spatially resolve the central region, so determining the
SMBH mass using kinematics is not feasible for most
black holes. Reverberation mapping (RM), however, is
an established tool that has measured BH masses for
approximately 200 objects out to z > 3 (e.g. Bentz &
Katz 2015; Shen et al. 2016; Grier et al. 2017, 2019;
Kaspi et al. 2021). RM is discussed thoroughly in Cack-
ett et al. (2021), but the general process is summarized
here. Light emitted by the accretion disk near the black
hole in an active galactic nucleus (AGN) travels in ev-
ery direction. Some photons travel directly towards us,
while others are absorbed and re-emitted by atoms and
molecules in the gas around the black hole before be-
ing detected on Earth (Figure 1). As a result, measur-
ing changes in the flux of individual emission lines for
an AGN can produce a light curve with the same vari-
ability features as the accretion disk’s continuum but
smoothed and delayed on a timescale associated with
the radius of the region containing that emission line.
Unobscured (Type I) AGNs have broad emission lines
originating close to the central engine, an area called
the broad line region (BLR) that can be probed using
optical reverberation mapping. By assuming the broad-
ening of emission lines in the BLR is dominated by the
Doppler effect (representing Keplerian motion), we can
combine the radius of the BLR derived from RM with
the width of the emission line to calculate the mass of
the black hole using the following equation:

MBH =
fRBLR∆V 2

G
, (1)

where f is the virial factor, a dimensionless parame-
ter whose value depends on the kinematics, geometry,
and orientation of the BLR. It is difficult to measure
f for individual AGNs, so use of an average value for
f was introduced by Onken et al. (2004). Recent dis-
cussions of appropriate average values can be found in
Woo et al. (2015); Yu et al. (2020). The value depends

1 But see Masoura et al. (2021) for cautions.

Figure 1. Illustration depicting the reverberation mapping

process. The white arrows represent photons travelling di-

rectly to the observer, while the orange arrows represent

photons being reprocessed by the broad-line region before

travelling to the observer.

on the method used to define ∆V , either FWHM or
σline,rms. The recent analysis of f by Yu et al. (2020)
demonstrates that there are still systemic and random
errors associated with the virial factor, errors that are
very dependent on the AGN sample and velocity tracer
used when fitting for f . These errors are one source
of uncertainty in black hole masses determined through
RM.
This paper reports results from the SDSS Reverber-

ation Mapping Project (SDSS-RM), based on extensive
spectroscopic data from the Sloan Digital Sky Survey
(SDSS). The survey is centered on the Pan-STARRS1
(PS1) medium deep field 07 and also has X-ray cover-
age from the Chandra X-ray Observatory, making it an
interesting field for multi-wavelength studies. The pro-
gram has monitored 849 broad-line quasars (i.e. very
luminous AGNs) within this field for seven years with
the goal of increasing the catalog of AGNs with RM-
based black-hole mass estimates.
To date, the SDSS-RM program has successfully esti-

mated more than one hundred black hole masses using
the Hβ, Mg ii, and C iv lines (e.g. Grier et al. 2017, 2019;
Homayouni et al. 2020; Shen et al. 2016, 2019). Use of
Hβ (4862.63 Å) for RM is well-established (Vestergaard
& Peterson 2006), but its long wavelength causes it to
shift into the infrared at a redshift of just z ∼ 1. Since
effective reverberation mapping requires consistent and
frequent sampling, an observing campaign using existing
infrared telescopes (relatively few of which have suitable
instrumentation) would be too time-intensive to be prac-



9

tical. This issue drove researchers to look at ultraviolet
emission lines as well. Mg ii (2798.75 Å) can also be used
for RM, but the masses it produces are not in agreement
with those measured with Hβ (Homayouni et al. 2020).
C iv (1549.56 Å) has provided some mass estimates at
higher redshifts than Hβ, but there are some points of
contention regarding how to measure the emission line
width since it is prone to broadening caused by winds
and outflows (Zuo et al. 2020), although several correc-
tions have been proposed (e.g. Coatman et al. 2017).
Finding another emission line that can produce reason-
able BH masses will provide a potential check on the ac-
curacy of masses measured with these emission lines and
might allow us to use RM to measure black hole masses
at higher redshifts, providing another resource for study-
ing galaxy evolution. The importance of adding new
lines to such studies is discussed by Homayouni et al.
(2020).
This paper presents lag results and black hole mass

measurements for quasars observed by the SDSS-RM
project using the Si iv emission line (1396.76 Å). In Sec-
tion 2 we outline the data used in this study. In Sec-
tion 3 we describe the process used to measure the lags
and assess their validity. In Section 4 we discuss our
results, along with other applications of our measure-
ments. Finally, in Section 5 we summarize our findings.
Throughout this paper, we adopt a ΛCDM cosmology
with ΩΛ = 0.7, ΩM = 0.3, and h = 0.7.

2. DATA AND DATA PROCESSING

2.1. The Quasar Sample

Our starting sample contained 849 AGNs moni-
tored by the SDSS-RM program in a redshift range
of 0.1<z<4.5. We selected from this sample AGNs
with adequate signal to noise ratios (SNRs) and with
relatively large variability. From the main sample, 75
AGNs have Si iv light curves with adequate signal to
noise (SNR2 > 20)2. We then removed sources with
significant broad-absorption features (BALs) affecting
the Si iv line, reducing our sample to 62 AGNs. This
subset of AGNs falls between redshifts 1.68 and 4.33.

2.2. Spectroscopic Data

Spectroscopy was performed using the BOSS spectro-
graph with a cadence of several days during each SDSS
observing run. We obtained spectra for a total of 90
epochs distributed over 7 years. The spectra for each
object were fit using PREPSPEC (Shen et al. 2015, 2016),
which provided line widths and calibrated flux measure-
ments for the emission lines (Figure 2). The spectra were
also used in conjunction with the SDSS filter bandpasses
to create synthetic photometry in the g and i bands.

2 SNR2 is defined as
√

χ2 −DOF , where χ2 is measured rela-
tive to the mean flux of the light curve, and the degrees of freedom
DOF is one less than the number of data points in the light curve.

2.3. Photometric Data

In addition to the synthetic photometry from the
SDSS data, we also acquired supplementary continuum
photometry from the Canada France Hawaii Telescope
(CFHT), the Zwicky Transient Facility (ZTF), Pan-
STARRS1 (PS1), and the Steward Observatory Bok
telescope to extend the light curve sampling into bright
time for each observing run (Figure 3). We used stan-
dard archival data products for the ZTF and PS1 data.
The data reduction process for the CFHT and Bok pho-
tometry is described in Kinemuchi et al. (2020).

2.4. Light Curve Inter-Calibration

For each AGN, the available continuum photometric
data from all of the telescopes were merged using the
PyCALI Python package, whose calibration procedure is
described in Li et al. (2014). In all of our light curves,
we removed points with errors larger than 3x the median
error value of epochs within a single observing season.
We also removed points that were more than 3 standard
deviations away from the normalized median flux within
a single observing season.

3. LAG MEASUREMENTS

To measure the lags for our sample of AGNs, we fol-
lowed the procedure described by Grier et al. (2019)
We first used an interpolated cross-correlation function
(ICCF) technique, one of the standard ways to measure
lags, implemented by the PyCCF Python package (Sun
et al. 2018). This method used linear interpolation to
fill sampling gaps in the light curves, then measured
the cross-correlation function (CCF) between the con-
tinuum and emission line light curves. The centroid of
the CCF, τcent, was taken to be the preferred lag. Then
we used 5000 Monte Carlo iterations to randomize the
flux measurements within their errors and choose a ran-
dom subset of points to create a posterior distribution
of centroids, the peak of which was used to determine
the final value of τCCF and its uncertainty (Figure 4).
We also used the JAVELIN (Zu et al. 2011, 2013) mod-

elling package to measure lags. JAVELIN used a damped
random walk model to fill in sampling gaps in the contin-
uum light curve with MCMC interpolation (Figure 5).
Then it smoothed and shifted the interpolated contin-
uum and compared the result to the emission line light
curve multiple times in another MCMC run. JAVELIN
produced a posterior distribution for τJAV , the best fit
lag as determined by the MCMC chain, which we then
used to determine the observed lag and errors for the
AGN.
We allowed the range of possible lags for JAVELIN and

PyCCF to span between -900 and 900 days in an attempt
to recover lags up to 1/3 the length of our baseline of
observations.
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Figure 2. An example of spectral data taken by SDSS. The AGN RM031 was observed multiple times over the course of this

campaign, and the mean (top) and rms (bottom) spectra are presented above. The data are shown in black while the PREPSPEC

models are shown in green. Relevant emission lines are indicated by the grey vertical lines and are labeled at the bottom of the

top panel.

3.1. Alias Identification and Removal

Since the SDSS light curves have seasonal gaps every
six months, JAVELIN can heavily sample lags that place
the observations in the emission line light curve directly
into the seasonal gaps in the continuum light curve, of-
ten resulting in a posterior distribution for τJAV with
strong peaks at 180 and 540 days. Since these lag mea-
surements are most likely an artifact rather than some-
thing physical, we used a weighting procedure (described
by Grier et al. 2019) to suppress these aliases in the pos-
terior distribution (Figure 6). First, we measured the
auto-correlation function (ACF) for the continuum. We
also used a function P (τ) that measured what fraction
of the continuum and emission light curves overlap at
each possible lag. We then convolved the two functions
to create a weighting function that downweighted lags
with less overlap between the two light curves.
After we applied the weighting scheme to the posterior

distribution for τ , we smoothed the distribution with a
Gaussian kernel and identified the tallest resulting peak.
We used the local minima on each side of the peak to
set the lag range used to calculate the final lag. We then
defined the best lag τJAV as the median of the posterior
distribution contained within the selected range, and the

uncertainties were measured using the 68th percentile of
the distribution in the lag range. We also measured the
fraction of the posterior distribution excluded from the
final lag range, frej . We performed this alias suppression
and lag determination technique on both the τJAV and
τCCF posterior distributions.

3.2. Lag Significance Tests

After we measured our lags and errors, we set three
criteria for defining a significant lag:

1. The measured lag must be positive, since there is
no physical reason that the continuum emission
should trail the BLR emission.

2. The measured lag should not be consistent with a
lag of zero days, with 1σ significance.

3. When using JAVELIN , frej must be less than
0.4. In other words, 60% of the posterior distri-
bution must fall within the range of possible lags
we select. If frej is larger, this might mean that
JAVELIN was unable to clearly determine the best
observational lag and continued to sample the en-
tire parameter space.
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Figure 3. The processed continuum and Si iv light curves for RM031. Continuum photometry from all of the telescopes was

merged using PyCALI, then points more than 3 standard deviations away from the median flux and points with errors larger

than 3 times the median error value of observations were removed from each observing season. Note that the SDSS points in

the continuum light curve are synthetic photometry calculated using spectra and filter bandpasses, while the points for the Si iv

light curve are simply an integrated flux at the position of the emission line in the spectrum.

Applying these criteria left us with 24 AGN with signif-
icant lags from our original sample (Figure 7).
For each AGN that passed these criteria, we com-

pared τJAV to τCCF to check for internal consistency
(Table 1, Figure 8). We rejected AGNs that did not
have agreement between the two lags within 1σ. We
also noted that the potential for disagreement among
different methods increases for lags longer than about
450 days (e.g. Grier et al. 2019). With this caveat in
mind, we manually reviewed the light curves and lag
distributions for AGNs with measured lags longer than
450 days. We concluded that the results were reasonable
for all of these AGNs and elected to keep them in the
sample for further analysis, subject to additional tests
of validity.
There were three AGNs with posterior lag distribu-

tions heavily sampled at the upper boundary of the pa-
rameter space and with internal consistency between
τJAV and τCCF . For these three AGNs, we re-ran
JAVELIN while extending the upper lag range to 1400
days to check if the measured lag was an artifact or rea-
sonable. Two of the objects, RM430 and RM780, pro-
duced a lag consistent with their original measured lag.
The lag for the third AGN, RM207, shifted significantly
longer than the original lag, following the edge of the pa-
rameter space. Combining these results with the qual-

ity of the light curves for these objects leads us to more
strongly trust the lag result for RM430 and RM780, but
be skeptical of the results for RM207, although we will
still report the final results of our analysis.

3.3. False Positive Rate

To further test the 19 AGNs with lags that passed
our criteria, we performed a simulation technique as
described in Homayouni et al. (2020). For each AGN,
we paired the continuum light curve with 50 Si iv light
curves randomly selected from the rest of the starting
sample and performed our JAVELIN analysis with each
pair. Any lag that passed our initial significance criteria
would be a false positive since the two light curves were
not physically correlated, so we defined the false positive
rate (FPR) for each AGN as the fraction of the measured
lags that passed our criteria. This technique provided
a conservative estimate of the likelihood of measuring a
lag when one isn’t actually present. We chose to elimi-
nate AGNs with an FPR larger than 0.25. This filtered
our number of significant lags down to six (Figure 9).

4. DISCUSSION

4.1. The Si iv Blend

The Si iv emission line at 1396.76 Å is actually a blend
consisting of multiple lines both from Si iv and O iv]
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Figure 4. Result from a PyCCF run on the light curves from

RM031, where the sampling gaps are filled using a linear

interpolation (top two panels). PyCCF adjusts the observed

fluxes within their errors through 5000 Monte Carlo iter-

ations. The cross-correlation function (CCF) for a single

iteration is shown on the lower left, and the final centroid

distribution (CCCD) is shown on the lower right. This dis-

tribution was used to calculate the final CCF lag τCCF and

its uncertainty.

emission. The resolution of the SDSS spectra is not fine
enough to resolve the individual lines for the targets
in our sample, and the broadening associated with the
AGN would probably make this impossible, so the line
flux for our light curves is technically the flux for the
entire complex.
A comparison of the Si iv complex FWHM with both

C iv and Mg ii line widths (Table 2) shows that over-
all the line widths for the complex are comparable to
those of the cleaner emission lines. Assuming that the
main source of broadening is the Doppler effect due to
gas kinematics, it is therefore reasonable to assume that
the Si iv complex is moving similarly to the other emis-
sion lines within the BLR. This result suggests that we
might be able to use the FWHM of the Si iv feature to
estimate the AGN BH mass, albeit with moderate error.
A study of a larger sample of AGNs (Table 3) reveals
that the average ratio of the C iv line width to the Si iv
line width is 0.926 while the median ratio is 0.87. Since
C iv emission lines are already modestly broadened by
outflows (Coatman et al. 2019, Dalla Bontà et al. 2020),
caution should be taken for wider use of Si iv in this
fashion. However, since Si iv broadening may be dom-
inated by multiple line components rather than winds
and outflows, it may be possible to correct for the extra

Figure 5. Result from running JAVELIN on the light curves

from RM031. The top two panels show JAVELIN ’s damped

random walk model of the continuum light curve, along with

a smoothed, shifted, and scaled version of the model imposed

on the Si iv light curve. JAVELIN adjusts the model parame-

ters to best fit both light curves through an MCMC process.

The bottom panel shows the posterior distribution for τ , the

shift parameter, which we analyzed to determine the final

JAVELIN lag τJAV and its uncertainty.

components in the future, making the Si iv emission line
more reliable for BH mass determination.

4.2. Si iv Radius-Luminosity Relation

Previously, Lira et al. (2018) determined the Si iv
radius-luminosity (R-L) relation to be

RSi iv

10 lt-days
= (0.10± 0.10)

[
λLλ(1350Å)

1043erg s−1

]0.58±0.16

(2)

using three AGNs from their own study and two AGNs
from previous studies.
Here, we present an updated estimate for the Si iv

radius-luminosity relation with the addition of our six
AGNs, all falling within the previous luminosity gap. A
linear regression was conducted using the BCES method
(Akritas & Bershady 1996), taking the mean of the pos-
itive and negative lag error as the uncertainty and using
the BCES Python module (Nemmen 2021). The equation
resulting from our fit is

RSi iv

10 lt-days
= (0.22± 0.14)

[
λLλ(1350Å)

1043erg s−1

]0.53±0.11

(3)

This equation is very close to the equation determined
by Lira et al. (2018).
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Figure 6. The alias downweighting procedure applied to

the posterior distribution of τ . The top panel illustrates the

development of a weighting scheme that prioritizes lags that

maximize overlap between the two light curves. We then ap-

plied the weights to the posterior distribution as shown in

the bottom panel, where the blue histogram and Gaussian

fit are the original distribution and the orange histogram

and fit are the final distribution. We then took the median

of the distribution contained within the tallest peak of the

Gaussian fit (the shaded area) to be τjav and calculated un-

certainties (indicated by the dashed black and purple lines,

respectively). We also noted the fraction of the posterior

distribution not contained within the peak, frej .

A recent study by Kaspi et al. (2021) measured the
C iv R-L relation to be

RC IV

10 lt-days
= (0.34± 0.11)

[
λLλ(1350Å)

1043erg s−1

]0.45±0.05

(4)

using the BCES method. We find that this C iv R-L
relation is consistent with our Si iv R-L relation within
one sigma (Figure 10). Furthermore, both lines have a
slope close to a square-root of theluminosity curve, the
expected value based on the assumption that the level
of irradiation has a dominant role in the structure of the
line-emitting region (e.g. Bentz et al. 2013).
Peterson (1993) showed that the reverberation reac-

tion times for high ionization lines such as C iv are
shorter than those for Hβ. This behavior led to the
development of models invoking ionization stratification
(Baldwin et al. 1995), i.e., that for a given line there is a
narrow range of distance from the exciting source and of
density that is optimum for reprocessing efficiency, and

Figure 7. Selecting candidates for significant lag detections

from the JAVELIN results. Green points indicate AGNs with

lags inconsistent with zero and with more than 60% of the

posterior distribution for τ contained within the peak.

Figure 8. Comparison of JAVELIN lag results to PyCCF lag

results for our full sample. AGNs that passed our initial

significance criteria (those located in the top right quadrant)

were checked for agreement between τJAV and τCCF before

running our simulation technique. The green points are our

final sample of AGNs that pass all of our significance criteria.
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Figure 9. Further selection of AGNs with significant lags

through simulated false-positive rates (FPRs). Each AGN’s

continuum light curve was randomly paired with fifty Si iv

light curves and analyzed as done originally. The simulation

FPR for each AGN was defined as the fraction of these pairs

that would qualify as significant based on our original crite-

ria. We set an FPR of 0.25 as our upper limit, and the AGNs

that passed are located in the lower region on the plot.

Figure 10. Radius-luminosity relation for Si iv . The blue

circles are the high-quality cases from this work, while the

green squares are the AGNs used to derive the R-L relation

in Lira et al. (2018) (later corrected by Lira et al. (2020)).

The line measured by Kaspi et al. (2021) is for C iv , whose

R-L relation is expected to agree with that of Si iv .

Table 1. SDSS-RM Observed Lag Detections

RMID* z τJAV τCCF Ratinga

(days) (days)

010 3.230 156.0+73.2
−39.0 726.7+62.3

−142.6 Rejected

031 1.909 199.2+40.3
−57.7 269.4+108.9

−130.2 Confirmed

180 3.111 649.4+142.3
−97.3 211.4+73.5

−90.9 Rejected

190 1.993 575.2+40.0
−14.8 507.3+79.5

−76.7 Provisional

207 2.619 880.2+11.5
−17.3 582.4+145.8

−231.3 Rejected

237 2.394 139.3+10.7
−8.6 163.4+44.0

−91.0 Confirmed

251 2.204 339.4+75.4
−56.5 346.0+219.1

−94.1 Confirmed

282 3.363 246.5+53.5
−38.9 347.0+125.6

−66.6 Confirmed

342 1.699 606.2+24.6
−38.2 509.8+125.9

−212.0 Provisional

430 3.906 857.9+37.0
−306.3 660.0+73.6

−118.5 Provisional

451 2.678 190.1+19.4
−32.2 94.7+144.4

−64.4 Confirmed

508 3.207 139.0+17.6
−13.5 98.4+49.0

−91.3 Confirmed

555 2.164 532.7+13.8
−13.8 −854.0+41.4

−20.5 Rejected

562 2.773 61.1+43.7
−26.6 370.0+45.2

−85.7 Rejected

591 2.103 266.9+74.3
−47.2 210.5+193.1

−231.4 Confirmed

609 2.215 200.3+65.3
−7.4 60.9+231.6

−53.4 Confirmed

611 1.866 888.4+10.2
−84.3 754.0+74.3

−141.0 Provisional

613 2.350 524.1+13.7
−13.7 676.1+86.2

−276.7 Provisional

616 2.316 895.1+4.5
−13.4 722.2+72.6

−335.5 Rejected

623 2.957 508.9+32.5
−33.3 468.6+108.7

−127.0 Provisional

624 2.085 397.7+113.6
−279.7 508.8+148.1

−103.3 Provisional

671 1.982 159.1+63.2
−47.0 174.8+45.6

−104.0 Confirmed

765 2.977 123.7+36.8
−46.1 69.9+151.3

−127.2 Confirmed

780 1.772 792.7+77.5
−221.9 772.9+48.7

−295.1 Provisional

∗The AGNs listed in bold font are the final sample that

passed all of our criteria.

aIn this table, the Rating is defined as the following:

Rejected: There is not internal consistency between τJAV

and τCCF .

Provisional: There is internal consistency between τJAV

and τCCF . Lags are longer than 450 days but an addi-

tional review of the data resulted in accepting this source.

Confirmed: There is internal consistency between τJAV

and τCCF , and both of the lags are shorter than 450 days.

which will dominate the emission by that line. With suf-
ficiently intense reverberation monitoring, this behavior
can be used to map the ionization structure of the BLR
(Williams et al. 2020; Horne et al. 2021). The ioniza-
tion energies of C iv and Si iv are comparable, and the
consistency of the C iv R-L relation with the Si iv R-L
one suggests that they come from similar regions in the
BLR.
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Table 2. Confirmed Sample Spectral Line Widths (km s−1)

RMID SiIV CIV MgII

FWHM FWHM FWHM

031 5504.0 ± 68.0 4674.2 ± 426.7 3727.0 ± 17.0

237 5725.0 ± 59.0 5212.7 ± 19.3 4921.0 ± 40.0

251 4947.0 ± 231.0 3801.0 ± 84.0 1440.0 ± 66.0

282 3278.0 ± 554.0 3769.0 ± 46.0 · · ·
451 8721.0 ± 276.0 6242.1 ± 26.6 6004.0 ± 936.0

508 1816.0 ± 34.5 3177.9 ± 851.0 · · ·
591 4990.0 ± 59.0 9081.0 ± 699.0 6972.0 ± 64.0

609 3828.0 ± 19.0 3706.4 ± 12.5 3425.0 ± 16.0

671 5154.0 ± 84.0 4147.6 ± 18.6 4061.0 ± 29.0

765 4209.0 ± 46.0 2919.6 ± 20.4 · · ·

4.3. Black Hole Mass Estimates

To measure the mass of each AGN SMBH, we use
Equation 1, with σSi IV ,rms as measured by PREPSPEC,
for ∆V and the JAVELIN rest-frame lag for RBLR. Since
we use σSi IV ,rms, we adopt a value of 4.47 ± 1.23 for
f (Woo et al. 2015). The final BH masses are shown in
Table 4. The uncertainties for the masses were calcu-
lated using standard error propagation with the uncer-
tainties in f , σSi IV ,rms, and the rest lag. The masses
range from 107 to 109 M⊙. A literature search found no
previous RM masses for any of the AGNs with accepted
results from our sample, so we are unable to compare our
results to those of other emission lines. As mentioned
before, the Si iv and C iv emission lines behave similarly
with respect to line width changes and ionization energy.
Therefore, we expect the quality of the Si iv BH masses
to be similar to the quality of previously measured C iv
BH masses.
Previous papers have indicated several sources of

large systematic uncertainty when measuring black hole
masses. Krolik (2001) noted that our lack of informa-
tion about the exact causes of dynamics in the BLR,
along with inclination effects, could result in systematic
errors in mass measurements of a factor of at least 3.
Peterson et al. (2004) found that the systematic uncer-
tainty is typically slightly smaller than a factor of 3,
with a main contributor being narrow-line contamina-
tion in the broad-line spectrum. However, they noted
that σline as line width is less affected by this issue than
FWHM. Collin et al. (2006) found a similar result for
σline, and they used this result to also determine a sta-
tistical value for ⟨f⟩. To attempt to account for this
systematic uncertainty, we add 0.16 dex in quadrature
to the statistical uncertainty in the virial product, a
number determined from repeated mass measurements
of NGC 5548 (Fausnaugh et al. 2017).

Table 3. Grier et al. (2019) Gold Sample Observed Spectral Line

Widths (km s−1)

RMID SiIV CIV MgII

FWHM FWHM FWHM

032 2029.0 ± 145.0 2369.0 ± 16.9 2242.0 ± 34.0

036 4946.0 ± 66.0 5075.5 ± 16.0 4764.0 ± 26.0

052b 3453.0 ± 37.0 3217.0 ± 10.3 1985.0 ± 17.0

057 3605.0 ± 54.0 2883.4 ± 6.9 2379.0 ± 20.0

058 4020.0 ± 150.0 3672.2 ± 16.9 4822.0 ± 102.0

064b 1378.0 ± 57.0 4326.1 ± 22.6 2232.0 ± 37.0

128b 8525.0 ± 1385.0 4914.0 ± 123.0 6131.0 ± 405.0

130 4090.0 ± 118.0 3504.4 ± 18.0 2883.0 ± 55.0

144 4010.0 ± 107.0 5352.7 ± 22.7 3484.0 ± 45.0

145 4945.0 ± 354.0 4704.0 ± 80.0 5322.0 ± 73.0

161 3655.0 ± 856.0 2724.5 ± 19.7 3510.0 ± 107.0

181 3358.0 ± 1546.0 2558.0 ± 29.0 4573.0 ± 113.0

201 5612.0 ± 82.0 5657.0 ± 21.0 3705.0 ± 71.0

231 6388.0 ± 409.0 6250.0 ± 55.0 5034.7 ± 20.4

237 5725.0 ± 59.0 5212.7 ± 19.3 4921.0 ± 40.0

245 7102.0 ± 4811.0 6886.0 ± 59.0 9112.0 ± 89.0

249 3454.0 ± 164.0 1849.6 ± 8.9 2091.0 ± 50.0

256 4794.0 ± 362.0 2985.0 ± 34.0 4708.0 ± 95.0

266ab 3610.0 ± 1666.0 4657.9 ± 21.9 3718.0 ± 535.0

269 3130.0 ± 172.0 2846.0 ± 27.0 1643.0 ± 88.0

295 4841.0 ± 119.0 4272.6 ± 29.8 3569.0 ± 78.0

298 4201.0 ± 131.0 3141.3 ± 21.1 3157.0 ± 28.0

312 7061.0 ± 973.0 7091.0 ± 76.0 7570.0 ± 97.0

332 3794.0 ± 78.0 1868.7 ± 8.4 1859.0 ± 607.0

346 831.0 ± 1341.0 3414.4 ± 68.1 4632.0 ± 60.0

362b 6626.0 ± 654.0 5931.0 ± 43.0 6721.0 ± 81.0

386 4785.0 ± 117.0 3078.1 ± 29.7 3055.0 ± 61.0

387 5724.0 ± 59.0 4014.6 ± 16.4 4167.0 ± 55.0

389 9048.0 ± 280.0 4694.9 ± 23.6 5943.0 ± 81.0

401 4829.0 ± 124.0 3488.0 ± 19.5 3868.0 ± 41.0

408b 4846.0 ± 830.0 4253.5 ± 17.1 4664.0 ± 42.0

411 4984.0 ± 371.0 3884.0 ± 35.0 2861.0 ± 71.0

470 7761.0 ± 442.0 3653.0 ± 28.0 3425.0 ± 81.0

485 8656.0 ± 141.0 6741.3 ± 26.6 8386.0 ± 1843.0

496 3968.0 ± 78.0 2127.1 ± 13.3 2601.0 ± 79.0

499 4932.0 ± 656.0 2461.0 ± 31.0 2954.0 ± 359.0

506b 6141.0 ± 1692.0 3984.1 ± 16.0 7514.0 ± 85.0

527 4065.0 ± 3409.0 6945.0 ± 274.0 6885.0 ± 89.0

549 3965.0 ± 124.0 4256.0 ± 30.0 2964.0 ± 46.0

554 4330.0 ± 114.0 3789.4 ± 23.1 3544.0 ± 34.0

562a 6049.2 ± 21.8 5781.5 ± 21.5 · · ·
686 5465.0 ± 122.0 3898.4 ± 21.3 3470.0 ± 38.0

689 4752.0 ± 159.0 2863.4 ± 15.9 3165.0 ± 51.0

722ab 4433.0 ± 51.0 6587.0 ± 45.0 4460.0 ± 117.0

734 5446.0 ± 187.0 5787.0 ± 92.0 6554.0 ± 93.0

809b 5516.0 ± 1317.0 11256.0 ± 100.0 6940.0 ± 174.0

827 3362.0 ± 420.0 2942.1 ± 18.6 3706.0 ± 108.0

aThese AGNs have significant BAL features in SiIV.

bThese AGNs have significant BAL features in CIV.
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Single-epoch BH mass estimations are critical for
studying the evolution of SMBHs back to their forma-
tion in the early universe since the measurements re-
quire fewer telescope resources. Reverberation mapping
therefore is an essential tool since it can calibrate the
relationships used to make single-epoch mass estimates.
Despite the multiple sources of uncertainty in our Si iv
mass estimates (e.g. the blending, systematic uncer-
tainties), the consistency in behavior between Si iv with
C iv , an established emission line to use in reverber-
ation mapping studies, increases our confidence in this
calibration. Once Si iv is further calibrated to correct
for blending with O iv] , the emission line will be very
helpful as a single-epoch indicator at higher redshifts.

5. SUMMARY

With seven years of spectroscopic data from the SDSS-
RM program, along with supplementary photometric
data from multiple other telescopes, we searched for time
delays between the continuum and the Si iv emission-
line in 62 quasars.

1. We defined securely detected lags as cases where
the ICCF and JAVELIN lags were consistent with
each other and both lags were shorter than 450
days. We defined insecure lags as cases with in-
ternal consistency between lag measurements but
where one or both lags were longer than 450 days.
After further vetting for quality, we accepted most
of these latter lags for further analysis. We defined
our final sample of significant lags as secure or in-
secure lags with a simulation FPR less than 0.25.

2. We found six AGNs with significant lags. The
AGNs span a redshift range of 1.77 < z < 3.91.

3. We calculated BH masses for these six AGNs using
rest-frame lags and σSi IV,rms.

4. We fit a new radius-luminosity relation for Si iv
that improves upon an existing relation measured
by Lira et al. (2018). This R-L relation for Si iv
agrees well with a recently measured R-L relation
for C iv (Kaspi et al. 2021), as might be expected
from their similar ionization energies. This con-
sistency, along with the closeness of the slopes of
both relations to the expected square-root behav-
ior (Bentz et al. 2013), supports the validity of RM
with these lines to determine black hole properties.

In conclusion, for AGNs with a strong enough Si iv
signal, this emission line looks promising for measuring
significant lag detections. However, the blended nature
of the line with O iv] means that single-epoch spectro-
scopic line widths cannot be assumed to only be a result
of velocity dispersion and therefore may not provide ac-
curate BH mass estimates without an additional calibra-
tion effort. Nevertheless, since Si iv is capable of mea-
suring significant lags, we can combine Si iv lags with

lags from other emission lines, when possible, to study
the stratification of ions in the BLR. Additionally, two
AGNs in our sample are located at z > 3, demonstrating
the efficacy of Si iv as a probe for more distant AGNs.
These applications will be enhanced as additional mea-
surements are obtained under the SDSS-V Black Hole
Mapper (BHM) survey.
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Table 4. Line Widths, Virial Products, and Black Hole Mass Estimates

RMID z Rest Lag FWHM σrms VP MBH

(days) (km s−1) (km s−1) 107M⊙ 107M⊙

031 1.909 68.5+13.9
−19.8 5504 ± 68 2504 ± 19 8.4+2.2

−2.8 37.5+14.2
−16.1

430 3.906 174.9+7.5
−62.4 6080 ± 181 2058 ± 12 14.5+2.4

−5.7 64.6+20.8
−31.0

508 3.207 33.0+4.2
−3.2 1816 ± 34 987 ± 7 0.6+0.1

−0.1 2.8+1.0
−0.9

609 2.215 62.3+20.3
−2.3 3828 ± 19 2714 ± 18 9.0+3.3

−1.5 40.0+18.3
−12.9

623 2.957 128.6+8.2
−8.4 4163 ± 57 1708 ± 10 7.3+1.3

−1.3 32.7+10.7
−10.7

780 1.772 286.0+28.0
−80.0 4347 ± 37 2245 ± 23 28.1+5.3

−9.1 125.7+42.0
−53.4
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